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Conformism in analytic philosophy:

ON SHAPING Philosophical boundaries and prejudices

Aaron PReston

Contemporary work in the history of analytic philosophy has revealed that there are not now and never have been any views shared by all and only canonical analytic philosophers.  On a traditional understanding of what it means to be a philosophical school, this implies that analytic philosophy is not and never has been a philosophical school.  But if it is not a philosophical school, what is analytic philosophy, and how did it come by its dominant status in academia?  This paper argues that (i) analytic philosophy is best regarded a social collectivity unified by interactional memes, and that (ii) its meteoric rise to power and prominence in academic philosophy was due not to the cogency of the philosophical views traditionally associated with it, but to “norm conformism”—a mode of meme-propagation involving humans’ propensity to adopt the most prevalent memes in their local population in order to “fit in” and thus to maximize opportunities for social success.

[S]ince we have suggested that yesterday’s hostility to metaphysics was at least not conclusively pressed home, we ought to give some consideration to the present position of that subject.  Is it, as some have supposed, either likely or desirable that there should be a metaphysical revival?  May it be that its recent and contemporary recession has been due to no more than a change of intellectual fashions, unimportant in the longer perspective of philosophical history? (Warnock 1958, 123)

[When a theory] in no way prefers an inwardly evident judgement to a blind one ... [i]t thereby destroys the very thing that distinguishes it from an arbitrary, unwarranted assertion.  (Husserl 1900-01, 135 f.)

1. Introduction


The first of the two epigraphs selected for this paper comes from G. J. Warnock’s book, English Philosophy Since 1900.  As one might expect given the title, Warnock’s subject is what has come to be known as analytic philosophy, and the hostility to metaphysics he mentions is that peculiar hostility which, for a time at least, seemed to be part and parcel of the analytic movement.
  What is important about this quotation in the present context is the pregnant suggestion (one of many in English Philosophy) that what was for a long time thought to be one of analytic philosophy’s defining features might have been a matter of mere fashion rather than the result of sufficiently well-founded arguments and views (which is what Warnock means by saying that the hostility was not conclusively pressed home).  My primary aim in this paper will be to develop this suggestion vis-à-vis the phenomenon of conformism and to show that, thus construed, there are good grounds for thinking it true.  Specifically, I shall argue for what I call the conformist hypothesis:  the view that it is (and always has been) a mistake to regard analytic philosophy as a philosophical school, movement, or tradition, and that, instead, it is (and always has been) a purely social entity unified by what memeticists call interactional memes, maintained at high frequency by conformist transmission.  My secondary aim will be to make a case for the claim that, if Warnock was right, then something was terribly wrong about the way analytic philosophy came both to exist and to dominate the social world of academic philosophy in certain geographical regions (America, Britain, etc.) during the twentieth century.  


Now a good bit of conceptual scaffolding will need to be put in place before these claims will appear plausible, let alone true.  Consequently, I will begin (section 2) by explaining the connection between Warnock’s suggestion and conformism.  Next (section 3), I will make some general observations about the relation of philosophy to conformism, especially as concerns the formation of groups and group-boundaries among philosophers.  Specifically, I shall argue that philosophical unity is a matter of agreement in theoretical views, so that the various sorts of collectivities that one commonly runs into in the discipline of philosophy (schools, movements, or traditions) are properly designated “philosophical” if and only if the unity of its members is grounded in agreement on theoretical issues.  Next, I will begin to develop the case for thinking that Warnock was on the right track.  This will require that we take note of some findings of contemporary scholarship on analytic philosophy, and that we follow these findings through to their full and proper conclusion (something that, to my knowledge, no contributor to this field has yet done)—namely, that analytic philosophy is not and never was a philosophically unified entity, and hence not a genuinely philosophical entity of any sort (school, movement, tradition, etc.).  This conclusion will justify the extension of Warnock’s suggestion beyond analytic philosophy’s historic anti-metaphysical orientation to apply it to many of the features once thought to have been central to, even definitive of, analytic philosophy (all this in section 4).  Next (section 5), I will present “eyewitness testimony” from two figures—Ernest Nagel and Peter Strawson—which supports the conformist hypothesis.  Finally (section 6), I will draw out some consequences of the foregoing points for present concerns about the status of analytic philosophy.  Specifically, I shall argue that, insofar as the conformist hypothesis is well-founded, it provides significant support for the view (frequently voiced in recent literature) that analytic philosophy is in a state of crisis, and that it gives us significant insight into what the root of that crisis is.

2.  Intellectual Fashion and Conformism



Our case begins with Warnock’s suggestion that what was long regarded as a defining feature of analytic philosophy may have been more a matter of intellectual fashion than well-founded conviction.  Fashions, intellectual or otherwise, are a variety of what, from the standpoint of cultural evolution, are called memes.  There is some disagreement among specialists who deal with memetics (the science of memes) as to just what memes are and just how they function (cf. Sperber 2000, Gil-White 2004).  Since I am not a specialist in this area, and since it will be sufficient for my present purposes, I will rely on the general understanding of memes conveyed in, for example, the Oxford English Dictionary and The American Heritage Dictionary definitions of “meme”.  The former defines a meme as “an element of culture that may be considered to be passed down by non-genetic means.”  The latter is more specific about the means of transmission, defining a meme as “a unit of cultural information, such as a cultural practice or idea, that is transmitted verbally or by repeated action from one mind to another.”  


Memes are often understood on analogy with genes, though there is some dispute about just how far the analogy can be carried (cf. Gil-White 2004).   One thing that most everyone agrees upon, however, is that, like genes, memes can be transmitted by blind, more-or-less mechanical processes spurred on by human instinct rather than human understanding, and that many memes are transmitted in precisely this manner.  This is where the notion of conformist transmission (introduced by Boyd and Richerson (1985)) comes in.   The conformist transmission model of social learning claims that, as a result of natural selection, human beings “possess a propensity to preferentially adopt the cultural traits that are most frequent in the population” (Heinrich and Boyd 1998, 219), where “cultural trait” is synonymous to “meme” as I have defined it above, and “most frequent” means “most common” in some specified, local population.


This propensity is not, in the usual case, something of which humans are fully aware.  Rather, it guides human behavior without announcing itself.  Often it does this through the mechanism of imitation.  The notion of imitation is, of course, implicit in the term “meme” and its cognates, as they are derived from the Greek mimeisthai, to imitate.  Conformist transmission operates by various mechanisms of direct social learning, together glossed by Henrich and Gil-White as infocopying (2001, 172 ff.).  This includes not only the imitation of behaviors at the mechanical level but also the ability to infer and emulate the goals toward which those behaviors are directed.  In fact, as they explain, the “imitation” involved in infocopying need not take the form of the simple parroting of behavior, but can take more subtle forms of emulation, such as sliding one’s political opinion along a continuum so that it is brought closer to that of an admired model.


The evolutionary advantages of conformist transmission are evident.  For example, in what is called information-gathering conformism “we acquire the locally most common memes because we are betting (not always consciously) that such memes will be appropriately useful for dealing with the current environment, broadly construed” (Gil-White, this volume).  This shortcut enables us to avoid having to “reinvent the wheel” in order to acquire locally useful information.    There is also what is called norm conformism by means of which “we acquire common memes that have no necessary relation to the (physical) environment itself, but which facilitate interaction with other human beings” (Gil-White, this volume). This enables a person to maximize the probability of well-coordinated interactions, something that, on average, will have positive downstream consequences for reproductive success.


 At this point it is important to note an effect of conformist transmission that will figure prominently in the remainder of this essay.  Norm conformism can play an important role in generating and maintaining social boundaries by helping stabilize local clusters of memes.  This stability results from the fact that memes transferred by norm conformism have different preservation conditions from those transferred by information-gathering conformism.  Information-gathering conformism allows for a less useful technique to be jettisoned in favor of a more useful one immediately upon the latter’s discovery.  Not so with norm conformism.  Since it deals in interactional memes, a novel behavior will have to be directed towards other people; and if a person innovates a new way of interacting with others, he is immediately at a disadvantage because others do not know this new way.  Thus, even in a case where this new style of interaction is in itself superior, it can be maladaptive to choose it so long as a local majority doesn’t adopt it as well.  Indeed, those who innovate new interactional memes run the risk of being misunderstood, of offending people’s social sensibilities, and so on, and thus of ending up a social outcast or worse.   For this reason, the memes transmitted by norm conformism tend to be more resistant to change than merely technical memes.  The relative stability of interactional memes makes them suitable for grounding the unity of various human collectivities, and hence for serving as principles of inclusion and exclusion for them.  And, once such a collectivity comes into existence, norm conformism is sufficient to preserve its unique culture by preventing deviations and socializing new members to the majority norms.


Returning now to Warnock’s suggestion, we can rephrase it in the language of memetics.  The proposal would then be that analytic philosophy’s historic anti-metaphysical stance may have been not a rationally well-founded view but an interactional meme—something of a gestural fashion which people adopted in order to fit in and be accepted as members of the analytic “school”.  If the proposal thus rephrased turns out to be true, then it would follow that the dominance of analytic philosophy (at least as regards this core tenet; but, as we shall see, there are reasons for thinking this was the case with all its core tenets) was achieved not so much by generating consensus on philosophical issues through philosophical means as by the enormously successful propagation of a set of interactional memes via conformist transmission in certain (mainly British, Austrian, and American) philosophical circles during the first half of the twentieth century, where, like the fabled emperor with no clothes who pretended that he was not walking around naked, so-called analytic philosophers pretended they had a well-founded philosophical platform but did not.
3.  Philosophy and Conformism




While norm conformism is clearly a very effective mechanism for facilitating social success, its tendency to maintain the status quo in the corporate life of a human collectivity has certain disadvantages.  First, norm conformism is “value neutral” in the sense that it is actuated by the mere prevalence of a given interactional meme in a given population rather than by any intrinsic value or merit a meme might have.  Thus, even memes that everybody privately prefers not to have to conform to may be perpetuated by norm conformism.  Second, because conformist transmission makes its appeal on the basis of prevalence rather than evidence of truth, it can facilitate the acceptance of beliefs and associated attitudes without requiring critical thought and understanding, and can generate conviction without consideration of a meme’s logical merits.  In some cases, this can provide a foundation for dogmatism and prejudice.  In both of these respects, conformist transmission is at loggerheads with certain traditional philosophical ideals.  In fact, from an historically well-represented point of view in philosophy, these two problems with conformist transmission fuse into one.  From this point of view, to adopt or engage in any beliefs, attitudes or actions on the basis of anything other than rational understanding is considered suboptimal behavior for any individual or group of individuals.  

The place to begin substantiating the claim that this is an historically well-represented point of view in philosophy is at the beginning of philosophy itself.  If one takes seriously the account of philosophy’s origins given by Eric Havelock and his students (cf. Havelock 1963 and Robb 1970, 1993, 1994), it is reasonable to see the advent of philosophy as an attempt to escape from a particularly effective and, from one point of view, insidious, mechanism of conformist transmission, namely, oral paideia. Havelock and his followers interpret the rise of philosophical thinking against the backdrop of pre-literate, and hence oral, Greek culture.  As is well-known, the Greeks had no written language until roughly the ninth century B.C.  Prior to that time they used a powerful mnemonic technique, common to oral societies, to preserve and transmit culturally significant information—its identity-conferring memes—and hence their culture itself.
  The technique was poetization:  the poetic rendering of culturally important information.  The metrical quality of the poetized statement facilitated memorization and recall in a way that most of us are familiar with from personal experience (e.g., hearing an old song on the radio and suddenly remembering the lyrics).  This ingenious mnemonic technique had its cost, however.  According to Havelock, the mind shaped by oral poetry, the oral mind, would have had little room for anything else.  Even with the help of poetization, so much mental energy would have been given to memorization and recall that other sorts of mental activity would have been severely curtailed.  Thus the oral mind would have thought mainly if not wholly in terms of the concrete, temporal, culture-specific scenarios portrayed in its authoritative poems; it would have “understood” by role-playing, by emotionally identifying with the characters in the Homeric epics, for example.  For this reason, it would have been practically impossible for the oral mind to think “outside the box” of its culturally important stories and their paradigmatic vignettes, and thus to do such things as question tradition, think in abstract terms, and so on.  

This state of mind, Havelock maintains, would have been the natural result of the only kind of education (paideia) that could exist in an oral culture.  Oral paideia would have been more a form of what contemporary Westerners would call “indoctrination” than true education.  It was not a matter of training people to think for themselves, to achieve understanding through their own cognitive powers; rather, it was a matter of getting people to behave in certain, culturally approved  ways (interactional memes again) by habituating them to think and speak in terms that constantly brought to mind paradigmatic characters and situations from their authoritative stories.  The purpose of bringing these paradigms before the mind was not to provide an occasion for critical reflection, but merely to provide models to be imitated. 

It is against this backdrop, Havelock argues, that we are to understand the direction philosophy took in its early years, from the pre-Socratics through Plato.  It is in relation to the persistence of pre-literate mental habits even in the largely literate context of fourth-century Athens that we are to understand, for example, Plato’s attack on imitative poetry in the Republic.  Seen in this light, Plato’s oft misunderstood
 enmity toward poetry makes perfect sense.  Poetry was not, for Plato, merely a form of art or entertainment; rather, it was the henchman of oral paideia.  As such, it stood in the way of what was, in his view, the highest form of human flourishing; namely, the attainment of truth through the exercise of the human being’s highest cognitive powers.  Thus poetry was, for Plato, a mechanism of mental oppression, guilty of stultifying nearly the entire Greek populace, and of preventing them from achieving their highest potential.

It is possible to translate Plato’s problem, just as we did Warnock’s suggestion, into the vernacular of memetics.  As noted, “meme” and its cognates are derived from mimeisthai, to imitate, and Plato’s attack on poetry is focused mainly on imitative or mimetic poetry precisely because it fostered unthinking mimesis, imitation.  As such, the Greek oral paideia can be characterized as an instrument of conformist transmission, achieving its end through something very like infocopying, and thus by circumventing what Plato saw as our highest cognitive powers (logos, reason) and without achieving what he saw as our highest form of cognitive awareness (nous, understanding).  


As with so many of his ideas and ideals, Plato’s attitude toward blind conformism became more or less canonical for philosophers for much of the discipline’s history.  Indeed, it has persisted even while other of his beliefs have fallen out of favor.  It is implicit in Descartes’ concept of the light of nature.  It is explicitly articulated and passionately defended in Kant’s essay What is Enlightenment?, where enlightenment is characterized as the use of one’s own intelligence without being guided by another (Kant 1784, 145).  It is implicit in Mill’s understanding of genius, which he felt was essential for human flourishing both at the individual and the group levels (Mill 1859, 39, 71 ff.).  It also shows up in Husserl’s criticisms of both psychologistic logic (Husserl 1900-01) and positivistic science (Husserl 1954).  It is, I think, safe to say that the overt attempt to liberate oneself from what Husserl calls “[p]ersuasions begotten without insight, through psychological mechanisms, and with no better justification than widespread prejudices” (Husserl 1900-01, 114 f.) comes as close as anything to counting as an essential part of a philosophical approach to life.
 

Taking this view to be normative for the discipline, certain consequences follow for how philosophy ought to be conducted, and how the emergent social world of philosophy (academic or otherwise) ought to take shape.  Concerning this latter issue, there would seem to be standards for the formation of human collectivities that are philosophical in nature (usually called “schools”, “movements”, “traditions”, and so on)
 that might not apply to collectivities with no connection, or even a merely incidental connection, to philosophy.  One of these standards would surely be that a philosophical school cannot rely for its cohesion, and hence also its existence, primarily on the kind of unity that “blind” conformist transmission can bring about.  Ideally, people are not to be included in or excluded from a philosophical school just on the basis of shared behaviors acquired through imitation.  Rather, in keeping with the character of philosophy as described above, a collectivity should be called a philosophical school only when it has come together on some basis of which its members are fully aware and which they see as rationally well-founded, i.e., which each one understands (in the sense of Plato’s nous) or grasps with evidenz in Husserl’s terminology.  The sort of basis I have in mind is nothing other than a philosophical view, or, to put a memetic spin on our terminology, a philosopheme (cf. Simons 2001, 306).  Now, in point of fact, it is around philosophemes that philosophical schools arise, and it is accepting or rejecting a philosopheme (or a set of them) that gets one included in or excluded from a philosophical school.  Consider, for example, the way that the accomplished philosopher and historian John Cottingham characterizes Continental rationalism.  After taking pains to ward-off the supposition that “Continental rationalism” denotes a monolithic school of thought in which every representative held all and only the same views, he goes on to say that “it is nonetheless true that they [Descartes, Spinoza, and Leibniz] shared a belief that it was possible, by the use of reason, to gain a superior kind of knowledge to that derived from the senses” (Cottingham 1988, 4).  The statement “it is possible, by the use of reason, to gain a superior kind of knowledge to that derived from the senses” expresses a philosopheme.  It is the sort of thing that can be precisely articulated, argued for and against, and hence the sort of thing that stands a chance of being seen to be rationally well-founded, or possibly even true.  The fact that Descartes, Spinoza, and Leibniz (and many others, of course) had this belief in common unifies them philosophically, so that they belong together as members of a philosophical school.  

With this in mind, I shall say that a human collectivity counts as a philosophical school if and only if the criterion for membership (its principle of inclusion/exclusion) is the acceptance of some set of philosophemes on the basis of rational understanding.  I will say of any human collectivity which meets this requirement that it is philosophically unified, or that it possesses philosophical unity.  When a philosopheme actually functions in this way to ground the unity of a philosophical school, I shall call it a defining doctrine of that school. 

4.  Current views of analytic philosophy


With the foregoing conceptual apparatus in place, we are in a good position to appreciate the case for thinking that analytic philosophy was unified not by philosophemes but by interactional memes, and hence that it was the product of mere conformist transmission.  As a first step in presenting that case, I will say a bit about what I understand by “analytic philosophy”.  This is made necessary by the fact that (as we shall see) there is presently an astonishing level of disagreement among specialists as to what analytic philosophy really is, and hence also where its boundaries lie. Consequently, whether the conformist hypothesis strikes one as plausible will depend a great deal on how one defines “analytic philosophy”.  

Elsewhere, I have argued that research into the history and nature of analytic philosophy should be governed by what I call the ordinary conception of analytic philosophy (Preston 2004).  On the ordinary conception, analytic philosophy is thought to be a school of philosophy which now exists, and which traces its roots to the turn of the 20th century.  On this conception, with the possible exception of Frege, analytic philosophy is thought to include as members no pre-twentieth-century philosophers.  Rather, it is thought to have been brought into existence around the turn of the twentieth century by the early work of Moore and Russell, and then perpetuated and refined by a host of other more or less canonical figures such as Wittgenstein, the members of the Vienna Circle, Ryle, Austin, etc.  On the ordinary conception, analytic philosophy is thought to have originated with a radical break from philosophy in the great tradition on the grounds that the true method of philosophical inquiry—namely, logico-linguistic analysis—had finally been discovered.  Thus, on the ordinary conception, analytic philosophy was born in the so-called linguistic turn.  In fact, it is sometimes said that philosophy has undergone two great revolutions in its history: first, the Cartesian revolution in which epistemology unseated ontology as the fundamental field of philosophical inquiry, and, second, the so-called “linguistic turn” of the early twentieth century, wherein language came to be seen as the proper subject-matter of philosophy, thus giving rise to a new school, namely analytic philosophy (Clarke 1997; cf. Rorty 1992, Dummett 1993).  And, of course, though tenets once thought to be central to the movement have since been rejected, analytic philosophy is widely supposed to have remained in existence up through the present day, dominating academic philosophy in, most notably, Britain and the United States.

The ordinary conception manifests itself in numerous attempts to demarcate analytic philosophy by providing lists of canonical figures or groups.  To take one example, Hans Sluga says:
Following common practice, I take analytic philosophy here as originating  in the work of Frege, Russell, Moore, and Wittgenstein, as encompassing the logical empiricism of the Vienna Circle, English ordinary language philosophy of the post-was period, American mainstream philosophy of recent decades, as well as their worldwide affiliates and descendants.  (Sluga 1997, n.16)

More often, though, the ordinary conception manifests itself in authorial and editorial choices concerning the historical and extensional scope of both primary-source anthologies and secondary literature, mainly in the form of historically oriented monographs or collections of essays, on analytic philosophy.  Most of these begin with Russell and Moore (or sometimes Frege, and then Russell and Moore) and then trace a path through a set of canonical figures the likes of those mentioned above.
  Indeed, if a person knowing nothing about analytic philosophy consulted the sorts of resources a novice usually would in order to learn what it was, it is fair to suppose he would come away with an understanding very like the ordinary conception as I have described it.  


The ordinary conception has been increasingly challenged in recent years by a proliferation of historical and metaphilosophical research on analytic philosophy.  The findings of this research demonstrate that none of the philosophemes ordinarily attributed to analytic philosophy as defining doctrines were actually shared by all and only canonical analytic philosophers.
  Such philosophemes include anti-psychologism in logic, the view that traditional metaphysics was the result of linguistic illusion, the view that analysis, or some particular type of analysis (e.g. logical analysis), is the only acceptable—or at least the preferred—method for philosophical research, and especially the view that analytic philosophy was born in the linguistic turn (which event is itself variously understood, sometimes as the adoption of logic or the philosophy of language—rather than metaphysics or epistemology—as “first philosophy,” sometimes as the view that philosophy is, from beginning to end, a linguistic enterprise).  In order to show that these philosophemes fail as defining doctrines for analytic philosophy, one need only demonstrate that, for each, either there is at least one philosopher who accepts it and who clearly is not a member of the analytic school, or there is at least one philosopher who does not accept it and who clearly is a member of the analytic school.  Recent studies by Peter Hacker (1998, 4-14), Ray Monk (1997), Peter Hylton (1996, 1998), and Michael Beaney (2003), among others, have demonstrated beyond a reasonable doubt that all of the above-mentioned “defining doctrines” suffer from this sort of extensional failure.  

This discovery has prompted a number of unexpected responses from the contemporary philosophical community.  For example, an increasing number of scholars have chosen to part with the ordinary conception, redefining analytic philosophy in ways that shift its traditional boundaries both extensionally (in terms of who gets included as an analyst) and temporally (in terms of when it originated).  I shall call this the revisionist response.  Perhaps the most striking case of revisionism comes from Ray Monk.  Using as his definiens a vague conception of analysis which is supposed to capture philosophical activity only (as opposed to the activity of the chemist or mathematician, say), Monk suggests that we carve up the philosophical world in such a way that Frege, Russell, Meinong and Husserl count as analytic philosophers while Wittgenstein does not (Monk 1996).  To count Meinong and Husserl among the analysts while excluding Wittgenstein is unquestionably contrary to tradition—in fact, it is hard to imagine a definition more at odds with the canon associated with the ordinary conception of analytic philosophy.  Another respect in which it conflicts with the ordinary conception is that, since plenty of earlier philosophers used analysis in Monk’s sense, it detaches analytic philosophy from its turn of the twentieth-century origin.  Some revisionists acknowledge and accept this consequence.  Cohen, for example, has argued that the analytic philosophers are united in that the problems they are interested in “are all, in one way or another, normative problems about reasons and reasoning, …” (Cohen 1986, 10 f.).  But certainly interest in normative problems about reasons and reasoning is not unique to those who are commonly taken to be analytic philosophers.  Cohen himself admits that, on his definition, analytic philosophy turns out to be “…a strand in the total history of western philosophy from Socrates onwards rather than just a modern movement” (Cohen 1986, 49).  Similarly, Follesdal has defined analytic philosophy as philosophy with a strong commitment to argument and justification (as opposed to the kind of philosophy done by, e.g., Heidegger and Derrida, which relies mainly on rhetoric rather than clear argument), admitting that this makes Aristotle, Descartes, and perhaps even Thomas Aquinas count as analytic philosophers (Follesdal 1997).

It seems to me that the revisionist response is misguided (cf. Preston 2004).  To see why, let us consider in greater detail what is involved in the move to revisionism.  Contemporary scholars begin their work with the following two assumptions:

(1) Analytic philosophy is a philosophical school. 

(2) Analytic philosophy originated in the early twentieth century.  

Both these assumptions are grounded in the ordinary conception of analytic philosophy as I have described it.  However, research of the highest caliber has led these scholars to the observation that: 

(3) There is no set of philosophemes accepted by all and only those figures ordinarily taken to be analytic philosophers (all of whom happen to be twentieth-century figures).  

Clearly, these propositions form an inconsistent triad, and one of them must be rejected.  However, given that (3) is thoroughly grounded in historico-philosophical research, we cannot reject it; thus, the inconsistent triad reduces to a dilemma between (1) and (2).  From this point, all that is necessary to become a revisionist is to reject (2) rather than (1).  

Now, the fundamental problem with the revisionist strategy is that it ends up obscuring the facts that explain analytic philosophy’s origin and its meteoric rise to power and prominence in various circles of academic philosophy during the twentieth century.  The latter, at least, involved the widespread impression that there had been a philosophical revolution, complete with the emergence of a new, united philosophical regime.  Indeed, Peter Hacker has observed that being revolutionary was a vital part of the analytic self-image:

each phase of the analytic movement [until 1970] was motivated by a revolutionary fervor. The protagonists passionately believed that they were ridding philosophy of intellectual pretensions, clearing the Augean stables of accumulated refuse, and putting the subject on a fresh footing.  (Hacker 1998, 24 f.)

Revolutionary fervor and passionate belief are just the sorts of things that tend to sweep human beings up and carry them along, often without knowing just where they’re headed.  This is true whether the revolution in question is political, intellectual, cultural, or whatever—and, of course, there tends to be significant mutual influence among these spheres, so that a revolution in one can quickly spread to another.  Given these facts, it simply is not reasonable to think that analytic philosophy’s sweeping social success within the sphere of twentieth-century academic philosophy can be explained without reference to its revolutionary character and the effect this naturally would have had in attracting adherents.  Anecdotal evidence that this did play a crucial role in capturing the interest of philosophers and recruiting them to the Analytic school can be gleaned from the following reflection from a 1940s Oxford undergraduate:

I recall sitting at a table in a cafe with some fellow students one morning. We were talking about philosophy in general terms, and I was struck by the fact that those present not only assumed that the ordinary language mode had superseded all other ways of doing philosophy, but agreed that the task of philosophy would soon be finished. ... there was a wonderful feeling of euphoria in the air, something for which I feel a deep nostalgia. 'Bliss was it in that dawn to be alive, but to be young was very heaven!' It was a really wonderful feeling that something new and very important was happening here and now in philosophy, and in a way in which one could share.  (from a 1998 letter to Lynd Forguson, quoted in Forguson 2001).

Moreover, the impression was that analytic philosophy’s revolutionary character was grounded in its discovery and use of the uniquely proper method of philosophical inquiry, namely, linguistic analysis.  I take this to have been the standard view of the matter among most analysts during a great part of the twentieth century (cf. Ayer et al. 1963, Clarke 1997, Dummett 1993, Hacker 1998, Pap 1949, Rorty 1992, Strawson 1963, Warnock 1958).  Arthur Pap, for example, named “the unanimous practice of the analytic method” (Pap 1949, ix)—which he clearly thought of as linguistic analysis—as the true ground of unity for the analysts, even noting that their unity in this regard was sufficiently tight to blur the differences between the various factions within the movement.  Thus, it is crucial to note that the findings of contemporary scholarship, which successfully debunk the belief that the unity of analytic philosophy had something to do with the views that motivated the linguistic turn, do not imply that this traditional belief is of no importance in trying to understand the track analytic philosophy cut through the academic world in the 20th century.  To the contrary, it is seems that analytic philosophy’s phenomenal social success in the 20th century was largely due to the impression that it was revolutionary in just the way I’ve described.   

Assuming, then, that analytic philosophy’s phenomenal social success in the 20th century was to an appreciable extent due to the impression (which, from the standpoint of current scholarship, must be seen as a misimpression) that it was a united, revolutionary force armed with a powerful philosophical method (linguistic analysis), the problem with the revisionist strategy becomes clear:  by detaching analytic philosophy from its turn-of-the-twentieth-century origins, it deprives us of any reasonable explanation for, first, analytic philosophy’s meteoric rise to power in the 20th century, and, second, the fact that, even if there never was any real philosophical unity in analytic philosophy, it was for a long time thought that there was, and that it consisted in a metaphilosophical view according to which the nature of the philosophical enterprise was linguistic. 

For this reason, I think we should reject the revisionist response to the findings of current research.  The alternative I wish to propose can be framed in terms of the inconsistent triad discussed above.  Like the revisionists, I see (1), (2) and (3) as constituting an inconsistent triad.   Like the revisionists, I believe that (3) is so well-founded that it cannot be rejected.  Thus, like the revisionists, I am led to a dilemma between (1) and (2).  However, unlike the revisionists, I think it best to reject (1)—the claim that analytic philosophy is a philosophical school—rather than (2).
  I’ll call this the illusionist response to the findings of current research, for on this view it turns out that the ordinary conception of analytic philosophy does not correspond to anything in reality; or, rather, we may say that what it corresponds to is an illusion.  

5.  Conformism and analytic philosophy

The illusionist response might seem outlandish at first glance.  After all, it is undeniable that the last century saw colossal changes in the way philosophy was done by the majority of philosophers in at least Britain and America.  These changes were so fundamental, so widespread, and so swiftly implemented as to be without equal in the history of philosophy.   Everyone acknowledges that these changes were instigated by figures who eventually coalesced into a philosophical school, and this school is the original referent of “analytic philosophy”.  What more could it take to prove that analytic philosophy is a philosophical school, and that, therefore, the illusionist response is mistaken?  

But this rhetorical position fails to take notice that it argues for analytic philosophy’s status as a philosophical school on the basis of social, not philosophical, phenomena.  It its true that these took place in the social world of academic philosophy, but they are not philosophical phenomena in the primary sense of the term.
  The crucial issue, from a philosophical point of view, is whether there were any accompanying philosophical phenomena—i.e., philosophemes—that might have served as grounds for philosophical unity.   And here the answer seems to be “no”.  Analytic philosophy never possessed any defining doctrines; thus, it never had a philosophical principle of inclusion and exclusion, and so never achieved philosophical unity.  It follows from this that analytic philosophy is not and never was a philosophical school.  Thus, insofar as it was a human collectivity of some sort, it must have been unified by something other than philosophemes, and whatever it was must have been propagated by some means other than philosophical understanding.  Here I suggest that the conformist hypothesis—the view that the original unity of analytic philosophy was grounded in interactional memes propagated by norm conformism—is the most plausible explanation for the phenomena.
  

What can be said in favor of the conformist hypothesis?  First, the observations of a number of figures who worked during the heyday of analytic philosophy bear out the claim that analytic philosophers were bound together not by philosophemes, but merely by attitudes and behavioral tendencies that bore upon philosophical practice.  For example, in 1936 Ernest Nagel characterized analytic philosophy as involving not a set of doctrines or views, but a set of “tendencies still in the process of development” (Nagel 1936a, 5).  Among these he included a tendency toward impatience with “philosophic systems built in the traditionally grand manner,” toward dismissing traditional philosophical problems on the grounds that they were pseudo-problems generated by the misuse of language, a tendency to be uninterested in the history of philosophy and, instead, to have a very focused interest in questions of logic and method, and a tendency to conceive of philosophy’s task as the clarification of meanings via an analytic method.  Nagel’s characterization is telling.  Even though by 1936 the analytic movement was going strong, its leading members still lacked the kind of agreement in fundamental, philosophical views that would have been necessary for philosophical unity.  What they did have in common were certain behavioral tendencies that would normally be associated with judgments of worth or lack thereof:  tendencies to act impatiently with certain sorts of things, to be dismissive of certain sorts of things, to be interested in certain sorts of things, and so on.  But, of course, there was no commonly held, clearly articulated axiological or metaphilosophical view that would have served as a philosophical justification for these tendencies.  Now, behavioral tendencies of this sort are just the right sort of thing to be propagated by conformist transmission as matters of fashion.

It might occur to one that, rather than pointing toward the conformist hypothesis, Nagel’s observations suggest that what unified the early analysts was a shared method.  As we have seen, this would be consistent not only with the ordinary conception of analytic philosophy, but with Pap’s professional assessment of the unity of analytic philosophy.  It would be a mistake, however, to infer the existence of a shared method from Nagel’s talk of common tendencies.  To see this, we need to make a distinction between method and practice, construing the latter in merely behavioral terms, and the former as having an intellectual component.  Method, we can say, is practice that has been thought through on a theoretical level and given an adequate rational foundation.  Mere practice would lack this theoretical foundation, and hence would be a purely interactional meme the likes of which can be propagated by norm conformism.  In these terms, Nagel’s observations indicate at best a shared practice, but not a shared method.  

Though I don’t know whether anyone else has used “method” and “practice” to draw this distinction, I am certainly not the first to draw it.  In section 4, I mentioned that current research has shown that there was no method shared by all and only canonical analytic philosophers.  This claim depends on something very like the distinction between method and practice as I have described it, for it follows only on the assumption that having sufficiently similar theoretical views about the nature of the analysanda involved in philosophical analyses is a necessary condition for certain canonical analysts to have had a common method.  Ordinarily, we do suppose that the nature of the analysanda matter a great deal in determining what kind of analysis one is performing:  one is doing chemical analysis if and only if the analysanda are chemical compounds; one is doing mathematical analysis if and only if the analysanda are mathematical entities, and so on.  Current scholarship has simply applied this commonsense approach to philosophical analysis, drawing attention to the fact that there was a great deal of disagreement among early analysts as to the nature of the analysanda involved in philosophical analysis:  some thought they were analyzing concepts and propositions, others sentences or statements, and yet others, thoughts or beliefs.  Now, it is only if one sees theoretical matters as essential to method that lack of agreement in those matters would entail the lack of a common method.  Thus, we can say that the claim of contemporary research that there was no shared method among analysts is justified by the observation that, insofar as the practice of analysis had been thought through on a theoretical level, practitioners had arrived at different theoretical understandings of that practice.

Now, in fact, Nagel makes a similar point in the same essay from which the earlier quotations were drawn.  The necessity of describing analytic philosophy in terms of tendencies rather than doctrines was foisted on Nagel, he admits, because, “those who take a leading part in determining the direction of these tendencies still maintain suspended judgments on central issues” (Nagel 1936a, 5).  Though Nagel does not give a precise list of the issues he has in mind, the ensuing discussion suggests that they might include such things as, for Wittgenstein, the full explication of his theory of meaning as use, and, for the logical positivists, the proper formulation of the verification principle of meaning.  These are just the sorts of things which, if fully explicated in a way that engendered rational understanding, might well have served as defining doctrines for analytic philosophy.  However, it is doubtful that either of these ever received a philosophically adequate formulation.
  So, it seems that what prevented Nagel from attributing to this group anything more than a set of tendencies was their lack of agreement in theoretical issues, and hence their lack of any defining doctrines.  This would seem to indicate that our initial interpretation is correct—Nagel was not attributing a shared method to the early analysts, but something (from a philosophical standpoint) much less.

With this is mind, we can see that the conformist hypothesis is also supported by a revealing statement from Peter Strawson.  In his contribution to one of the earliest collections on analytic philosophy, Strawson claims “[Logical] Atomists, [Logical] Positivists, and Professor Moore, all have something in common, even if it is only a word to be pronounced with approval.  The word is ‘analysis’” (Strawson 1963, 97).  It’s hard to imagine that Strawson was serious about this possibility—namely, that a bit of linguistic behavior (uttering “analysis” approvingly) was what unified the analysts.  Even so, it appears to be very close to the truth.  Strawson was well aware that there were theoretical differences among analysts concerning analysanda.  In fact, he points out that the way one describes the analysanda does have an effect on the way one thinks about philosophical analysis:  if we make them sentences or statements, then philosophy looks like grammar or linguistics, if we make them thoughts/beliefs, then philosophy looks like psychology, etc.  However, these differences, sufficient to convince contemporary scholars that there was no shared method of analysis, were not sufficient to prevent Strawson from attributing unity to analytic philosophy, a move he justifies by saying:


It does not matter much … [what we say the objects of analysis are] … For, however we describe the objects of analysis, particular analyses … always looked much the same.  A sentence, representative of a class of sentences belonging to the same topic, was supposed to be elucidated by the framing of another sentence.  (Strawson 1963, 98 f.)

Purposefully ignoring what are now coming to be seen as substantive philosophical differences among the early analysts, Strawson maintains that their unity was grounded in the empirically accessible features of particular analyses, which happened to consist in superficially similar patterns of (mostly linguistic) behavior. Here we have the testimony of a prominent, canonical analyst who witnessed first-hand the analytic movement at its zenith; and his testimony is this:  what really mattered for the unity of analytic philosophy was similarity of linguistic behavior. According to the standards laid out in section 3, there would be no ground for philosophical unity here.  On the other hand, according to the definitions given in section 2, this behavioral pattern qualifies as a meme.  More specifically, as a bit of linguistic behavior, it is an interactional meme.
  Thus, Strawson’s testimony seems to be that the unity of analytic philosophy was to be found in an interactional meme rather than a philosopheme—a matter of practice as opposed to method.  

The first-hand accounts of Nagel and Strawson are examples of the first and most important type of evidence for the conformist hypothesis.  However, other considerations also weigh in its favor.  Thus, it should be noted that, second, the conformist hypothesis accounts very nicely for the otherwise surprising findings discussed in section 4.  If it were the case that analytic philosophy derived its unity from a set of shared interactional memes transmitted by norm conformism, then the fact that it has no defining doctrines should come as no surprise; rather, it is exactly what one would expect to find.  Thus, the conformist hypothesis does fit the facts rather well.  

A third consideration goes hand in hand with the second, namely, that it is difficult to conceive of another circumstance that would render explicable the fact that analytic philosophy had the appearance of a philosophical school though it did not have philosophical unity.  In light of what was established in section 4, it is clear that the ordinary conception of analytic philosophy is mistaken—there simply was no philosophical school the likes of which the ordinary conception refers to.  Consequently, any theory about the nature and history of analytic philosophy is going to have to contain an account of just how this flawed conception came to dominate thinking about analytic philosophy throughout much of the twentieth century.  Among the questions that would need to be answered are, first, how did the misimpression arise, in the early twentieth century, that analytic philosophy was a revolutionary philosophical school possessed of novel philosophical methods? and, second, how did this misimpression succeed in facilitating analytic philosophy’s phenomenal social success in the twentieth century?  The conformist hypothesis, together with the account of philosophical unity given in section 3, yields ready answers to these questions.  Concerning the first, we can postulate that analysts were widely thought to share a common method for the simple reason that seeing analysts acting in similar ways, one would naturally suppose that, being philosophers, they had some good reason for doing so, and consequently would take the common practice to be indicative of a common method.  Concerning the second, we can postulate that, if one was under the misimpression that a certain method was unanimously endorsed by the most gifted and authoritative intellects of the period (e.g., Moore, Russell, Wittgenstein, Ayer, and the members of the Vienna Circle), one might well have felt justified in utilizing that method without really grasping its common, theoretical underpinnings (which one would naturally, if mistakenly, suppose existed).
  Of course, this would not have counted as utilizing a method, but as imitating a practice.  In this way, the behavioral pattern/interactional meme to which Strawson draws our attention would have been propagated by conformist transmission.

6.  Concluding Remarks

I have presented evidence to the effect that what primarily unified analytic philosophy was a set of behavioral tendencies that bore upon philosophical practice, but which were not grounded in a common set of philosophemes that could be subject to philosophical scrutiny or understanding.  The account I have given raises a number of important questions that, at present, must be left unanswered.  (Most prominent among them, perhaps, is the question as to why the environment of early to mid twentieth-century British, Austrian, and American academia proved to be such fertile ground for the propagation of just those interactional memes that characterized early and middle analytic philosophy.)  Leaving such questions aside, I will close by noting some implications the conformist hypothesis might have for current concerns about analytic philosophy.  The concerns I have in mind are those associated with the increasingly controversial (among analytic philosophers, at least) notion that analytic philosophy is in a state of crisis.  A recent work on the origins and history of analytic philosophy begins with the following statement:

It seems beyond argument that analytic philosophy has been, for some time now, in a state of crisis—dealing with its self-image, its relationships with philosophical alternatives, its fruitfulness and even legitimacy in the general philosophical community. (Biletzki and Matar 1998, xi)

The idea that there is a crisis in analytic philosophy formed the basis for a recent conference at the University of Southampton, where there now exists a Centre for Post-Analytical Philosophy.  The Centre’s advertisement reads: 


In recent years a feeling has been growing that the analytic tradition in philosophy, once proudly dominant and disdainful of other traditions, has been undergoing a crisis. Manifestations of this crisis can be seen in the debate now raging among analytic philosophers about what, exactly, the method of analysis is, and also in the growing interest among analytic philosophers in so-called ‘Continental’ philosophy.   (http://www.soton.ac.uk/~philosop/cpap1.htm)
Perhaps the heralding of a post-analytic era is premature.  Nonetheless, even such eminent analytic philosophers as Hilary Putnam and Jaakko Hintikka have made statements to the effect that something is so badly wrong with analytic philosophy that its very survival is at stake.  Putnam admits to “a conviction that the present situation in [analytic] philosophy is one that calls for a revitalization, a renewal, of the subject” (Putnam 1992, ix; cf. Putnam 1998).  Similarly, Hintikka has declared his belief that: “… we have to make a new start in practically all branches of philosophical studies including logic, foundations of mathematics, language theory, epistemology, and philosophical methodology” and that “… the survival of analytic philosophy depends on philosophers’ acknowledgement and utilization of [the opportunities for constructive philosophy to be found in Wittgenstein’s later thought]” (Hintikka 1998, 260). 

Over against these pessimistic assessments, Brian Leiter (of The Philosophical Gourmet Report fame) has rejected the notion that analytic philosophy is in crisis, saying: 

Although it appears to be a widespread view in the humanities that ‘analytic’ philosophy is ‘dead’ or ‘dying,’ the professional situation of analytic philosophy simply does not bear this out. All the Ivy League universities, all the leading state research universities, all the University of California campuses, most of the top liberal arts colleges, most of the flagship campuses of the second-tier state research universities boast philosophy departments that overwhelmingly self-identify as ‘analytic’: it is hard to imagine a ‘movement’ that is more academically and professionally entrenched than analytic philosophy. (Leiter 2002)

All that Leiter says is true; and, yet, it does not really address the issues that motivate worries about a crisis in analytic philosophy.  This is because the phenomena that Leiter points to are entirely social, rather than philosophical.  Consequently, while he successfully demonstrates the vitality of analytic philosophy construed as a social group, Leiter does nothing to allay worries about its vitality construed as a philosophical school.  Indeed, the worry about analytic philosophy is not that it lacks representation in contemporary academic culture; the problem is that the entity thus represented is no longer clearly defined (if ever it was) in terms of distinctive philosophical views.  There is no doubt that the banner of analytic philosophy still flies proudly over many great citadels of learning and cultural influence; the question—and the worry—is whether it has a right to, given that that banner currently signifies nothing definite.  Thus, given that the worries about a crisis in analytic philosophy are motivated by considerations bearing on its philosophical status rather than its social status, Leiter’s attempt at a rejoinder is really just a red herring.

The conformist hypothesis, if true, would seem to have important implications for this debate over the crisis in analytic philosophy. Specifically, it would seem to bolster the case for there being one.  It would, for example, provide solid grounds for concern about not only, as Biletzki and Matar put it, analytic philosophy’s “legitimacy in the general philosophical community”, but also in the broader world of academia.  If, as I have argued, the impression that analytic philosophy was a united, revolutionary, philosophical school played a crucial role in facilitating its rise to power, and if, as the conformist hypothesis suggests, this impression was an illusion facilitated in part by conformist transmission, then analytic philosophy’s meteoric rise to power and its subsequent academic entrenchment in Britain and America throughout most of the twentieth century would have occurred under false pretenses.  In that case, not only its philosophical legitimacy, but its social legitimacy (i.e., the legitimacy of its social success), would be called into question.

This becomes especially worrisome when we consider how its dominant position in the world of academic philosophy enabled analytic philosophy to set axiological standards for the profession; standards for evaluating what counts as “good work” in the profession.  By way of example, take the status of the history of philosophy in analytic circles.  Though this is no longer so uniformly the case, there was a span in the movement’s history when analytic philosophers tended to regard the history of philosophy as next to worthless for understanding or making progress on philosophical problems (cf. Romano 2003).  In an interview with Ved Mehta, A. J. Ayer observed that this had had unfortunate effects on his good friend Isaiah Berlin:  professionally, his work was neglected by his Oxford colleagues and, though not intentionally ostracized, he was socially isolated in that he had very few peers with whom to discuss his interests (Mehta 1961, 88-89).  

  Moreover, the gravity of this fact (namely, that its dominant position in the world of academic philosophy enabled analytic philosophy to set axiological standards for the profession) is brought home when we consider the impact such standards would have had on the careers of aspiring philosophers in Britain and America during the twentieth century.  In most cases, success as a professional philosopher in these regions would have required that one treat only certain authorized topics in certain authorized ways, and one must suppose that a good number of talented thinkers would have been unfairly marginalized because they didn’t fit the analytic mold.  In fact, a particular occurrence of this unfortunate phenomenon served as the inspiration for a book rich with insights into the ethos of analytic philosophy during its heyday: Ved Mehta’s Fly and Fly Bottle: Encounters with British Intellectuals (1961).   In the opening chapter, Mehta chronicles a heated exchange in the correspondence columns of The London Times. The exchange was initially between Russell and Ryle, but others quickly joined the fray.  The point of contention was Ryle’s refusal to publish, in Mind, a review of Ernest Gellner’s Words and Things (1959).  The exchange began with a searing letter in which Russell accused Ryle of abusing his position as editor by making consonance with his own philosophical predilections the standard by which other philosophical works were to be judged.  Later in that chapter, Mehta recounts an interview with Gellner in which the latter is quoted as saying:

“As far as professional philosophy is concerned, ‘Words and Things’ ruined my future rather than secured it.  I attacked the philosophical Establishment, and as long as the present philosophers remain in power, I will never have a position at Oxford college.  Whether I will be accepted again in philosophical circles remains to be seen.” (Mehta 1961, 38) 

He never was.  Though Gellner went on to have a brilliant career working at the intersection of philosophy, anthropology, and sociology, he never reentered the philosophical mainstream.  

Of course, those who did succeed in the profession shaped the public image of philosophy in certain ways.  It is no secret that by pursuing what they thought of as “good work” over the course of the twentieth century, analytic philosophers managed to alienate academic philosophy both from other academic disciplines and from the general public.  The problems of analytic philosophy in this regard are discussed by Tyler Burge in his 1999 Presidential Address to the Western Division of the APA (Burge 1999).  The bulk of twentieth-century philosophizing in the analytic line, he explains, busied itself with deflating humanity, and, along with it, philosophy.  To demonstrate what he is getting at, Burge presents a fictional dialogue between a philosophy Professor—Professor Carwittup, clearly the embodiment of twentieth-century analytic philosophy—and a prospective philosophy student. In the course of this dialogue, Professor Carwittup manages to dismiss as antiquated or unscientific—and thus as failing to meet the standards for “good work” in philosophy—every topic in which the prospective student suggests he might be interested.  The search for the meaning of life, the quest for truth, the attempt to discover a rational basis for moral evaluation, or to come to an understanding of free will, consciousness, or personal identity in terms that go beyond the scientism and physicalism that so often characterized analytic thought in the twentieth century—all are written off as the pipe-dreams of a now defunct discipline, namely, traditional philosophy, the kind of philosophy that existed before the analytic revolution. The inability of Burge’s student to find anything of value or interest in Professor Carwittup’s version of philosophy is symbolic of the attitude of a large segment of the academic and non-academic world toward philosophy in the analytic tradition.


Finally, as is well-known, the world of twentieth-century academic philosophy was radically polarized between analytic and continental schools.  By and large, this polarization continues today.  The peculiarity and regretability of the rift has been noted by a number of authors.  Dummett, for example, has famously expressed his puzzlement over the divergence of the two traditions which, like the Rhine and the Danube, rise and, for a time, run together (cf. Dummett 1993, 26).  Likewise, Peter Simons (2001) has argued that the rift as we know it was not, in the main, ideological, but largely the product of historical accident functioning mainly through the two world wars and the political circumstances that occasioned them.  Insofar as there is blame to be assigned to philosophers and their machinations, he identifies Heidegger as having played a decisive role by derailing the phenomenological movement from the tracks upon which Husserl had originally set it.  Doubtless, Simons is correct in his observations.  There is more to be said about the rift, however, especially concerning the contribution from the analytic side.  One contributing factor, I think, was the analysts’ willingness to disregard traditional metaphilosophical principles governing the formation of philosophical schools, thus turning philosophy over to social forces more subtle but no less powerful than the ones upon which Simons focuses. 

Now all this—the damaged careers, the estrangement of philosophy from certain segments of both the academy and society at large, the division in the social world of philosophy itself—would be perfectly justifiable, from a philosophical point of view, if the standards that led to these unfortunate consequences had been grounded in some well-worked out and exceedingly plausible philosophical view(s).  If truth (or our best approximation to it) has unfortunate consequences, so be it.  However, as we have seen, contemporary scholars cannot find any point of substantial philosophical agreement among those canonical analysts who are largely responsible for the widespread adoption of those standards.  Consequently, it would seem that they were mere prejudices—prejudices that had the shape of philosophy but not the substance, for they were ultimately closer to manners than to ideas, that is, they were interactional memes held in place by norm conformism rather than philosophemes held in place by sound, rational understanding.

Notes


� Thanks are due to Francisco Gil-White for extremely helpful comments on the penultimate draft of this paper.


� Recent historical scholarship on analytic philosophy has shown that, while certain factions of the analytic movement were decidedly anti-metaphysical, the view that the movement as a whole was anti-metaphysical is mistaken (see, for example, Hacker 1998; Hylton 1990, 1998; Monk 1997).  This does not, however, diminish the fact that analytic philosophy was widely perceived as being anti-metaphysical for much of its history.  I’ll say more, further on, both about current scholarship and about the significance of the perceived nature of analytic philosophy.


� Henrich and Boyd (1998) have shown that conformism is a powerful mechanism for maintaining cultural boundaries.


� For example, the celebrated author Chaim Potok confesses that “Plato’s negative view of poetry … has always seemed to me a bit odd, coming as it does from one of the most poetic and metaphor prone of philosophers” (Potok 1988, 160).


� In my view, Havelock’s interpretation of Plato provides an important corrective to (what I take to be) the  unduly negative interpretation that makes him out to be a racist, a facist, and an enemy of egalitarianism, individual liberty, and just about all the goods associated with modern liberal democracy.  Perhaps the best known example of this sort of interpretation is given in Karl Popper’s The Open Society and Its Enemies (Popper 1945).  Though Popper’s treatment of Plato is not without merit, it was quickly recognized by some of his contemporaries as being at least unbalanced, and, in some cases, plainly wrong (see, for example, Robinson 1951 and Levinson 1953).  Havelock’s ingenious reconstruction of the context in which Plato’s thought took shape (Havelock 1963) reveals that Plato’s more worrisome teachings (such as the myth of the four metals, the state’s regulation of human reproduction, the dissolution of natural family units, etc.) do not represent a considered opposition to what we would recognize as modern liberal democracy.  Rather, they were antidotes for a particular cultural illness not unique to, but certainly rampant in, Plato’s own time and place—namely, the oral mindset.  As Plato himself indicates at Republic 541a, the objective of his radical proposals is to free a new generation of Greeks from the customary ways of the previous generation (that of their parents) so as to enable them to acquire new ones.  The operative terms here are ethos and nomos, which Shorey renders “manners and habits” and “customs and laws”, respectively.  This is, of course, a perfectly good translation; however, the real significance of these words will be lost on one who does not discern the connotations they would have borne on account of their historical connection to pre-literate Greek culture—the context in which these terms originally acquired their meanings (see Havelock 1963, ch. 4; cf. Robb 1993).   


� This is not to say that there are no philosophers who have taken the opposite view.  Hume stands out as one who seemed perfectly satisfied with making natural propensities the source of human behavior.  For him, even reasoning itself was ultimately the product of blind instinct (Hume 1777, 40-47).  However, for a philosopher to take such a position is to endorse what Kai Neilsen has called anti-philosophy philosophy (Couture and Nielsen 1993, 3 f., n. 2).


� I shall mainly use “school” in what follows, but what I say about schools is intended to apply to all philosophical collectivities whether or not one is inclined to call them schools.


� In the category of anthologies, see, for example: Ammerman 1990, Baillie 2002, Martinich and Sosa 2001a, Rorty 1992.  In the category of monographs, see Capaldi 2000, Clarke 1997, Corrado 1975, Dummett 1993, Griffin 1991, Kenny 2000, Soames 2003, Stroll 2000. Finally, in the category of collections, see:  Ayer et al., 1963,  Martinich and Sosa 2001b, Reck 2001, Glock 1997.	


� The following is a smallish sample of such works: Corrado 1975; Baker and Hacker 1984; Cohen 1986; Hylton 1990; Charlton 1991; Coffa 1991; Griffin 1991; Dummett 1993; Clarke 1997; Follesdal 1997; Monk 1997; Hacker 1997, 1998; Capaldi 2000; Stroll 2000; Hanna 2001.  Many more could be cited.


� This is not to say that there’s no sense in which analytic philosophy can be called philosophical; only that it is not philosophical in the primary or focal sense, as outlined in section 3.  My intention is not to engage in what C.W.K. Mundle once called “legislative linguistics”, but only to point out a crucial respect in which analytic philosophy, historically, failed to be philosophical.


� There are a number of relatively isolated points at which the phenomenon of conformist transmission might be seen to intersect with the history of analytic philosophy.  For example, it is frequently noted that Wittgenstein exercised such an influence on his students that they ended up imitating him to a frightening degree of specificity that went well beyond what could have been explained by their having a shared method.  Surely this would have been the result of conformist transmission.  While being interesting (and disturbing) enough in itself, isolated cases like this are not of first importance in spelling out the role of conformism in analytic philosophy.  What needs to be seen is that conformism played a fundamental role in unifying the movement as a whole.  


� Of course, these phenomena were sometimes related to purportedly philosophical phenomena—i.e., philosophical views.  However, these purported views never achieved full philosophical status for the simple reason that they either were not or could not be thought through to the point where they seemed to be on sufficiently firm ground—in Warnock’s phrase, they were never conclusively pressed home.


� In its current state, analytic philosophy may not even have the interactional unity it once possessed.  As Richard Rorty has observed, “analytic philosophy is now the name not of the application of such [i.e., linguistic] methods to philosophical problems, but simply of the particular set of problems being discussed by philosophy professors in certain parts of the world” (Rorty 1992, 374 n. 9).


� Note that disagreement can be observed only insofar as the practice of analysis had been thought through on a theoretical level.  As we shall see, there is reason to think that there was a broader lack of agreement  (as opposed to disagreement) due to some analysts’ rejection or neglect of the need to arrive at a theoretical understanding of such things.


� Indeed, it was this fact that led Warnock to claim, twenty-two years after Nagel’s articles appeared, that the analysts’ anti-metaphysical views had not been “conclusively pressed home”.  And nearly forty years after Nagel’s articles appeared, Gustav Bergmann made a similar observation.  After discussing analytic philosophy’s split into the two camps of ideal language philosophy and ordinary language philosophy, he notes that “there are, scattered throughout the discourse, arguments and reflections in support of both beliefs [i.e., the two camps].  Yet they have so far not been supported by a connected line of reasoning both fully explicit and conclusive.” (Bergmann 1992, 318.  Though published posthumously in 1992, the text from which this is taken was composed in 1974-75).


� Francisco Gil-White informs me that anthropologists have a technical term for this sort of interactional meme:  a mannerism. 


� In this case, the conformist transmission behind the spread of analytic philosophy would have been spurred on by what anthropologists call prestige-bias (see Henrich and Gil-White 2001).  Prestige-bias and norm conformism are not identical, but they can be complementary; and I am suggesting that in the case of analytic philosophy they were.  


� Leiter does go on to say that “There is, of course, an important sense in which ‘analytic’ philosophy—as a substantive research program—is dead” (Leiter 2002). Analytic philosophy in this sense does, for Leiter, have to do with shared doctrines and methods.  Even so, given the account of philosophical group-unity provided in section 3, Leiter’s remarks about the social vitality of analytic philosophy are simply irrelevant to the sorts of concern that are usually voiced about analytic philosophy.
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